
Measuring the safety of states using the optimal safe
policy, which is trained to minimize the cost and
ignore the environmental reward,

It’s possible to partition the dead-ends in a 
deterministic Markov setting using the state cost 
function corresponding to the optimal safety policy.
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Motivation
l Existing safe-based methods tend to adopt overly

conservative policies.
l The reason is that they assess the safety of states

and actions use the task policy.
l The epistemic bias cannot be corrected without

violating safety.
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